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Abstract : New ton-like-iterative methods proposed by T .J. Ypma are obtained by using an iterative method to solve
New ton-like equations . In the early paper of Ypma, the theory of inexact New ton methods was applied to study the
convergence of New ton-like-iterative methods . Unlike earlier results , new local convergence theorems for New ton-
like-iterative methods by applying the theory of inexact New ton-like methods is proposed in this paper, which is
seemed simpler and clearer . Moreover , the analysis is carried out in affine invariant terms .
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1 Introduction

New ton-like methods for solving the system of nonlinear equations

fx)=0 f.DE=R'—>R" (1)
have the general form

ael = ot s k=0,1,-, 2)
where si € R" is the solution s of the system of linear equations

Aks:_f(xk) k=0,1,.-, (3)

where A+ € L(R") is some nonsingular approximation to the Fréchet derivative f/( xr) of fat w.

Moreover, L(R") is the set of all bounded linear mappings from R" to R" .

If xtin Eq.(2) is an approximate solution of Eq.(3), obtained by using an iterative method to solve
the linear equations, then we refer to the resulting combined method as a Newton-like-iterative method .
Such methods have received much attention in Refs.[1-4 ]. In Ref.[5], T.J. Ypma introduced this
method and studied its convergence results , which generalized those of Refs.[2-4 ]. His approach is to
regard New ton-like-iterative methods as inexact Newton methods ™', as suggested in Ref.[6]. The
relevant theory is applied to produce conditions for convergence, as well as radius of convergence and
rate of convergence results .

Since inexact Newton methods were proposed, there have been plentiful results concerning its local

[6,810] [11-16 17-18]

convergence ‘and global convergence - , as well as its generalizations and

0]

, semi-local convergence
applications to different numerical fields""” Except for convergence results for inexact Newton
methods , Morini " and Jinhai Chen-Weiguo Li ' considered respectively inexact Newton-like methods
and their local convergence theorems under different assumptions as well. To mention the results,
suppose xo 1s a given initial guess, and then the iterative form is as follows :

For k=0 step 1 until convergence do

Find some step st which satisfies

H Piri H

where | Pf (ol S @

Aksk :—f(xA-)+ T

Set xrt1= xit st ;
where u is a sequence of forcing terms and P: is an invertible matrix for each k. It is worth noting that
residuals of this form are used in iterative Newton methods if preconditioning is applied, and that P
changes with index kif A+ does . Taking account of the affine invariance of inexact Newton-like methods ,
here we choose Pi= A especially . So the condition is

1A
LA £ ool
Apparently , the process is inexact Newton method if Ak:f/(m ) and inexact modified Newton
method if Ak:f/(xo ).
In this paper, we give different theorems for Newton-like-iterative methods by applying the theory

< u. ()

of inexact Newton-like methods™"’, which are simpler and easier to apply . We first summarize , in
Section 2, the convergence results for inexact New ton-like methods given in Ref .[8 ] and provide a new
theorem as well. In Section 3, we show that Newton-like-iterative methods are themselves inexact
Newton-like methods, and then derive the corresponding convergence results in Section 4 .

In what follows, I denotes the identity operator. | %/l for x€ R" denotes some vector norm of x .
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and lAll for A€ L (R") denotes the subordinate matrix norm of A . The notion S(x,r)= { y€ R" |

I x—yH<r} denotes the open ball with center x and radius r.

2 Inexact Newton-like methods

Firstly , we conclude the following convergence theorem for inexact Newton-like method from Ref .
[8 ], which produces conditions for its local convergence as well as the radius of the convergence ball .
Theorem 2 .1°"  Suppose x* is the only solution of Eq.(1) in S(x" ,r). Assume that f has a
continuous derivative in S(x" ,r), £ (x" ) " exists and £'(x" ) ' £’ satisfies the following Lipschitz
condition ;
Hf/(x* )y (f/(y)_f/(x))Hg AHy*xH , VY X5y € Sx" ,r). (6)
Suppose further A (x) is an approximation to the Jacobian f/(x) for x€ S(x" ,r), A(x) is
invertible and such that
A fol<a, A ffo—I1l<ae. (7)
Let u=<<»<1 and 0<<r<1/A satisfy

A4+ Viur
21— ) + e+ un < 1.

Then the inexact Newton-like method { x:} is convergent for all x € S (x  ,r) and satisfies

(8)

e — «” H<qH w— x|, k=0,1 -, where ¢€ (0,1) is given by

_ a-+ v)/\lexo —x I
q 2(1_AHX0_.’)CX )

Taking A (x):f/(x) ,i.e., @a=1, @=0 in Theorem 2.1, we obtain the convergent results for

+ w + w .

inexact Newton method proposed in Ref.[5 ]. Clearly, if the equal sign holds in Eq.(8), we get the
optimal radius of convergence ball for inexact Newton methods, with r=2(1—») /A3 —).

Furthermore, let v=0, then it merges into Newton's method and the estimate for the radius of
convergence ball is known to be sharp™’ .

In the following, we give a new convergence theorem for inexact Newton-like methods under
different assumptions .

Theorem 2.2  Suppose x is the only solution of Eq. (1) in S(x ,r). Assume that f has a
continuous derivative in S(x  ,7), f/(x* ) ' exists and f/(x% ) f/ satisfies the following Lipschitz
condition ;

Gy freo—ill<Alx—2 I, Vee st .. 9)

Suppose further A (x) is an approximation to the Jacobian f/(x) for x€ S(x" ,r), A(x) is

invertible and such that

Ao FfaHl<a, Taw ' faH—1<e. (10)
Let u=<<r<1 and 0<<r<1/2 satisfy
LEDIT o <1, an
Then the inexact Newton-like method { x:} is convergent for all x € S (x ,r) and satisfies
e — & H<qH w— x|, k=0,1 -, where ¢€ (0,1) is given by
g= a-+ V)AwLZon —x H bt

Proof Arbitrarily choosing x0 € S(x" ,r), where r is determined by Eq.(11), ¢<<1 follows
directly .
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Since <<1/2, by Eq.(9) and Numann Lemma, we have that f'(x) " exists for all x € S(x" ,r) as

well as

*

/ o, 1
[FECIRNAE: )H<1—AHx—x

Moreover, it is easy to get that

*

2

lfGar =) = /G —x DIl —x

Now if x+€ S(x" ,r), we have by the definition of inexact Newton-like methods Eq.(4) that
xen —x = —x —Ar fu)+ A
=— A (fCo) = f D)= fG D —a" D= A (D) —AD G — " ) A
Using Egs.(9), (10) and (5), we obtain
lwer — 2" I A e Ol /G Y ) — ™ ) — £/ )G —a D+
lac /ey —aolle v — x4 T4 nll<
A,y

ool = T4 wllad paol

In what follows, we give estimation on I A;lf(xk Ol
T4 ool =140 GFead — ) — /G ) — 2" )+ /G0 ) —a DI
Tac p/Geole /G )y Gread — e’ ) — £/ )G — a6 DI

w12 1wl — s

[V
Therefore , by the above calculation , we get

e P L e

H Xkt+1 —

Taking £#=0 above, we obtain o — % H<qH w— x |<llwo— x" || . Hence. x1 € S(x .r). This
shows that Eq.(4) can be continued an infinite number of times. By mathematical induction, all x
belong to S(x" ,r) and lae— x| decreases monotonically . Therefore, remembering u<<»<1, for all
k=0, we have

s — s | 22,

— 3 Mo+ @l o —2" = quk —ux
The proof is completed .

3 Newton-like-iterative methods

In this section, we shall show that Newton-like-iterative methods are inexact New ton-like methods .
Local convergence results follow from the above theorems .

Splitting is one of the basic principles used to generate iterative methods for solving a system of
linear equations . Applying the technique to Eq.(3), and decomposing A as

Av=B.—C., Bi,C € L(R").
the resulting New ton-like-iterative method takes the form
xen = st k= 0,1,

where Bi is nonsingular and the system of linear equations Bix=d, d€ R" , is in some sense easy to
solve . Here M is some positive integer and st * is calculated by solving successively the system of linear

equations
Bisi' = Cish — f(xn) j= 0,1, ,Mx —1 12)
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with st € R" some selected starting value . Defining Hv=B: ' Ci , by a simple analysis, we have Eq.(13)"*’

xen = o — (I — HI' DAY f Qo)+ Hisi (13)

It is worthy to notice that a sufficient condition for the convergence of the sequence { si} generated
by Eq.(12) to the solution —Ai " f(x+) of Eq.(3) is that I mll<t. Comparing Eq.(13) with Eq.(4),
it is clear that Newton-like-iterative methods are inexact Newton-like methods .

If we choose Bi=A:, then Eq.(13) reduces to

xet = xe — Ar f(ar)

since Hi=0. The analysis of Eq.(13) therefore generalizes the analysis of the standard Newton-like
methods in Eqs.(2) and (3).

4 Convergence theorems and corollaries

Suppose the New ton-like-iterative methods are defined in Section 3. Our main result in this section
is as follows .

Theorem 4.1  Suppose x  is the only solution of (1) in S(x ,r), where r satisfies Eq.(8).
Assume that f has a continuous derivative in S(x ,r), f/(xx' ) " exists and Eq.(6) holds . Let A (x) be
an approximation to the Jacobian f'(x) for x€ S(x" ,r). A (x) is invertible and Eq.(7) is satisfied .
Suppose

A £ )+ sl
1A £l

Then the Newton-like-iterative method { x+} is convergent for all x € S (x" ,r) and satisfies

e w1 (14)

[P <qH w— x| ,k=0,1,-, where g1 is given in Theorem 2.1.
Proof By the definition of the inexact Newton-like methods , it follows that
A= s+ A f Q).
Then since Eq.(13), we get
S A f o) =— (I — H{OAL f o)+ Hivsi 4+ A f(xe) = H (A f )+ si).
LA rl EH H'" (A £ (et )H<H e HA;lf(m H—s%H _
T4 £ ool Tacpeeoll =000 A ol

The results then follow from Theorem 2.1.

Thus, Y.

Comparing with the relative result proposed in Ref.[5 ], the above theorem produce simpler and
clearer conditions for forcing sequence of Newton-like-iterative methods. Here, in Ref.[5 ], % is
formulated by
A f )+ sl

LA £ ool

Similarly , we get the following theorem from Theorem 2.2, which seems not appeared in the

S AT P

literature .

Theorem 4.2 Suppose x is the only solution of Eq.(1)in S(x" ,r), where r satisfies Eq.(11).
Assume that f has a continuous derivative in S(x" ,r), f'(x" ) " exists and Eq.(9) holds . Let A (x) be
an approximation to the Jacobian f/(x) for x€ S(x" ,r). A(x) is invertible and Eq.(10) is satisfied .
Suppose further (14) holds. Then the Newton-like-iterative method { x:} is convergent for all x €

S(x" .r) and satisfies || w1 —x” <qH w—x" | ,k=0,1,+, where g1 is given in Theorem 2.2 .
By simple deduction, we obtain the following corollary

Corollary 4.3 Let the assumptions of Theorem 4.1 hold, up to Newton-like-iterative methods ,
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with s=0, k=0,1 ,-++. Suppose that
T < uw <v<<1 k=0,1,-
for some sequence % <[0,1). Then all the consequences of Theorem 4.1 hold. If in addition Ax=
f/(xk ) < 7~1 and limi~+- My=-1°, then the convergence is Q-superlinear .
Remark Taking Asz/(xk) in Eq.(4), the inexact Newton-like methods merge into inexact

Newton methods . The rate of convergence follows from the classical results of inexact Newton methods " .
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