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Method of Feature Extraction Suitable for
Hyperdimensional Time Series Data
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Abstract: The increasing hyperdimensional data are acquired from multichannel sensors due to con~
tain more significant information, but the amount of data becomes very large. Extracting signifi-
cant features {rom these data is essential for processing and transmission. Optimal discrimination
plane (ODP) technique was developed to reduce the redundant data. The features were extracted
from the data using the ODP based on Fisher’s criterion method. The patterns were projected onto
the two orthogonal vectors that built up the ODP, and two-dimensional feature vectors were
attained and utilized as features to represent the patterns. Electrocardiogram signals are applied to
the analysis as an example in this study. A quadratic discriminant function based classifier and a
threshold vector based classifier were employed to measure the performance of the extracted fea-
tures, respectively. The results show that the proposed ODP is an effective and feasible technique
to extract the features from the hyperdimensional time series data.
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The dimension of sensed data becomes higher
and higher because of higher spectral resolution,
increasing number of satellite or sensors, and con-
tinuously observed multichannel electrocardiogram
(ECG) data in intensive care unit (ICUY™"H. In
order to efficiently obtain necessary information
from hyperdimensional data or to transmit the data
through a communication channel, the quantity of
the data must be reduced. This can be achieved by
extracting significant features.

The purpose of the work is to develop a technique
to extract features from these hyperdimensional time-
series data. The basic idea of the method is that each
sampling point in a segment of the signals is weighted
and fused according to the weighting factors. The pro-
cedures of the proposed method in the paper in-
clude redundancy removed by Principle Component
Analysis (PCA), data normalized by whitening
transform, feature extraction by optimal discrimi-
nation panel (ODP) approach developed by Fisher’s
criterion method, and classification based on the
threshold vector method and quadratic discriminant
function ( QDF ),

make the within-class dispersion spheric. Finally,

Whitening transform could

two-dimensional features are extracted to represent
the patterns in the research.

Due to the large number of patients in inten-
sive care unit (ICU) and the need for continuous
observation, numerous methods for cardiac ar-
rhythmias classification have been proposed such as
Lyapunnov transform, nonlinear method™, AR
analysis™, parametric methods ect!™. However,
these methods seem to lose some of classification
information™. Thus, the multichannel ECG data
including normal sinus rhythm (NSR) and prema-
ture ventricular contraction (PVC) were used to

analyze and test the ODP method in this study.
1 Method

1.1 Procedures of the Feature Extraction

The PCA is used to reduce the redundancy of
time-series data, white transform is applied to the
data in order to normalize them into spheric distri-
bution. The features are extracted by ODP ap-

proach that is a linear technique and involved two

projecting vectors based on Fisher’s criterion. The
ODP approach also finds another projecting vector
that is orthogonal to the Fisher’s vector.

1.1.1 Redundancy of the data reduced by PCA
Calculate the within-class scatter matrix S, of the
classes and its eigenvalues and eigenvectors. In or-
der to select the d eigenvectors corresponding to
the d largest eigenvalues of S,, the separability
criterion based on standard deviation and Euclidean
center distance (SDECD) is introduced. The SDECD

can be expressed ast"]
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where 61; and g.; represent the standard deviations
of individual variables of each class, respectively.
o =Lpm oz e pa )’ and g = Cpezr s przz oo v - ;,zza‘j-r
are the expected vectors for the classes, respective-
ly. The criterion to select the d eigenvectors is to
make the J ==1. 00, which is calculated based on
the reduced data. The sample vector z,;’s are gen-
erated by projecting each pattern onto these chosen
elgenvectors.
1.1.2 The Data Normalized by Whitening Trans-
form After redundancy of the data is reduced by
PCA., the within-class dispersion of each class is
normalized to spheric distribution by whitening
transform. The within-class scatter matrix of the
reduced data (S, ) is computed in this research.
Suppose the eigenvalues and eigenvectors of S,, are
expressed by A, and p,(E=1,2,3... d), respec-
tively, ps is a d-dimensional column vector, then
the white transform is given by®

ya=PTz, (2
where P=(p,//A1» 02/ Az s .. P2/ V/Ad) is d. d
matrix,y, is a d-dimensional column vector,
1.1.3 Feature Extraction After the data is nor-
malized, the ODP method is applied to the data to
extract the two-dimensional features. The feature
vector Z’s are obtained by projecting y,’s onto the
two projecting vectors that are orthogonal between
them, and used to represent the ECG segments.
Suppose S.. denotes the within-class scatter matrix

of the normalized data y,’s. First projecting vector
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v, called Fisher’s vector ist™

v =S, (my —my) (3
Then another projecting vector v, can be found ac-
cording to the ODP. The v, also maximizes the
Fisher criterion and orthogonalizes with v, , which

can be wrote as

— 17m1_mz)_T(S;}.)z(m1—m2)
- [S;,,, (my — my) T (S50)° Gny — my)
(S‘—”i)z:](ml _mz) (4)

where m; and m, are the expected vectors for the
classes, which are computed based on the normal-
ized data, respectively.
1.2 Classification Based on QDF and Threshold Vector

After ODP process, the segments or patterns
of the signal represented by Z=[Z,, Z, ]’s are
classified using the QDF-Based algorithm and
threshold vector Z, = [ w10, v ]. Suppose m; and
ms are the expected vectors of class o, and @, in the
ODP plane, respectively, 2, is the covariance matrix
of class w, » then the QDF can be described byt

g(Z) =k —(Z—m) 2, (Z—mDT (5)
where £ is an uncertain constant to be selected,
The decision-making rulé is:

if g(Z)>0, then Z belongs to @, , otherwise Z
belongs to w,

A threshold vector Z,=[wvys vs ] is specified as

_ Nlm;+sz£
Z, = N, ¥N, (6)

The decision-making rule is:

If Z,,<<wvy, and Z,, <y, then Z belongs to w, »
otherwise Z belongs to @,
During the training phase, m; and 2, are compu-
ted using the random selected samples of the class
w: » the sample mean m} is computed using the ran-
dom selected samples of the class @,, then the
QDF based classifier and the threshold vector Z,
can be determined. During the testing phase, the
value g(Z) is computed as the equation of (5) with
a pre-selected k. The above decision-making rules
were used to classify the rest testing data as be-

longing to a class.
2 Experiment and Results

The selected data including NSR and PVC was

taken from MIT-BIH arrhythmia database, which
was sampled from two sensors with frequency 360 Hz.
Four patient’'s ECGs were selected from the data-
base shown in Table 1. In current study, the sam-
ple size of the various segments is 0. 9 seconds (325
sample points), which 0. 3 seconds before R peak
and 0. 6 seconds after R peak are picked by Tomp-
kin algorithm®™. The ECG segments with two
channels were concatenated together to form 650-
dimensional feature vectors.

Table 1 Evaluation data from the MIT-BIH arrhythmia database

Identification Number of NSR Number of PVC

Number (Ny) (Ny)
Record 106 1507 520
Record 210 2423 194
Record 233 2 230 831
Record 221 2 029 394

Forty largest eigenvalues and corresponding
eigenvectors of the within-class scatter matrix S,
were selected based on the criterion SDECD.
Thus, 40-dimensional feature vectors were used to
represent the ECG segments after PCA., Two-di-
mensional feature vectors were extracted to repre-
sent the ECG segments by projecting the 40-dimen-
sional feature vectors onto the Fisher’s vector and
its orthogonal vector. A mapping result of the tes-

ting data on ODP is shown in Figure 1.
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Figure 1 A mapping result of the testing data on ODP

In training phase, one hundred cases each

. from the two classes in individual ECG record are

random selected for training, and the remaining is
used for testing. Table 2 and 3 give the individual
ECG record classification results on testing data
based on the QDF algorithm and the threshold vec-
tor. The universal ECG record classification re-
sults are shown in table 4 based cn QDF classifier

and the training data set containing 400 samples.
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Table 2 Classification accuracy based on QDF

Classes ECG Records 106 210 233 221

NSR  Accuracy/% 99.35 97.82 97.22 99.37
PVC  Accuracy/% 98.32 61.98 99.72 99.82
Average/% 98,84 94,90  98.47 99.60

Table 3 Classification accuracy based on threshold vector

Classes ECG Records 106 210 233 221

NSR  Accuracy/% 99.61 98.45 99.60 99.84
PVC  Accuracy/% 99.61 91,44 98,35 99.48
Average/% 99.61 94.95 98.98 99.66

Table 4 Overall classification accuracy for universal ECG
records based on QDF
Classes Universal ECG Records 106, 210, 233, 221
NSR Accuracy/ % 99,01
PVC Accuracy/ % 95.08
Average/ % 97,04

3 Discussion

The objective of this study is to extract the
features from hyperdimentional time-series data, A
good classification performance with average accu-
racy of 97. 04% has been achieved based on the ex-
tracted features and proposed classifiers. In gener-
al, class separability not only depends on the class
distributions, but also depends on the classifiers to
be used. One can sees from Table 2 and 3 that the
classification accuracy is almost the same using the
two different classifiers. In view of this, the class
separability exhibits the less dependency on the
classifiers, which does the good features usually hold.

Qur experimental results also show the distri-
bution of NSR is closer than that of PVC. So we
only used the within-class scatter matrix of class
NSR in order to make the distribution of NSR be-
came more circular. One can see from Figure 1 that
such a distribution is more suitable for the QDF
based classification, too.

The proposed classification results were com-
parable to some recently published results on ar-
rhythmias classification, for example, classify dec-
imated ECG data including PVC and NSR using ar-
tificial neural network, an overall accuracy of 93%
was obtained™. In addition, we used AR model-

ing technique to classify the same ECG data shown

in Table 1. The model order was 4, and the 4 AR
coefficients were used as ECG features to represent

ECG segments. The overall accuracy of detecting
PVC and NSR is 84.83%.

4 Conclusion

It is effective and feasible that proposed ODP
method are employed to extract the features from

hyperdimentional time-series data.
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